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Abstract: Histopathologically classified low-grade brain tumours show overlapping biological characteristics making 
them difficult to distinguish. In the present study low-grade brain tumour patient samples of three different 
histopathological types have been trained through machine learning technique using selected features for its 
classification. We used specifically the fundamental proliferation, invasion, macrophage infiltration triangle of cancer 
hallmark with propidium iodide (PI) marked cell-cycle, Ki67 marked proliferative indexing, invasion with MMP2 
expression and presence of macrophage/microglia by silver-gold staining, CD11b+ and Iba1+ cell presence as biological 
parameters. These parameters when trained with proper machine learning protocol through extraction of underling 
features and represented in a 2D perceivable space are found capable of distinguishing the tumour types. Extracted 
features from such parameters in a six-dimensional featured space were trained through statistical learning theory while 
support vector machine (SVM) maximizes their predictive precision. The leave one out (LOO) cross validation process 
was applied to judge the accuracy of training followed by auto-encoder (AE) to reduce feature dimension at two which is 
visually perceptible. From the biological features quantified with standard methods it was found impossible to demarcate 
the three types of low grade brain tumours. However, after training through SVM and LOO cross validation when the six-
dimensional featured space had been reduced into two-dimension using AE, the combined output of the features 
showed clear zonation in that 2D space. This indicates that the overlapping biological characteristics of these tumour 
types, when trained through proper support vector machine and reduced from multiple to two dimensional space 
provides a clear patho-clinical classification edge using a combination of common biological features. Hence, machine 
learning applications may potentially be used as a complementary diagnostic protocol with the conventional practice.  

Keywords: Brain tumour, Astrocytoma, Meningioma, Ependymoma, Support Vector Machine (SVM), Auto-Encoder 
(AE). 

1. INTRODUCTION 

Cancer, the second most global cause of mortality, 
is the abnormal cellular proliferation with loss of contact 
inhibition, escaping programmed cell death, avoiding 
cellular senescence, invasive metastasis, 
neoangiogenesis, self-sufficient metabolism and 
acquiring immune-tolerance [1, 2]. From the second 
half of the last century it has become one of the most 
highly rated and highly funded areas of research for its 
massive impact on the health and life-expectancy of 
human population [3]. Survey by IACR documented 7% 
of cancer cases worldwide are from India. Among all 
cancer types CNS related tumours always receives 
some special attention as it is associated to the central 
controlling unit of our body. Primary brain and spinal 
cord tumours, one of the dreaded type of neoplastic 
notions, affect nearly 700,000 persons in US  
 
 

*Address correspondence to this author at the Department of Zoology, School 
of Sciences, Netaji Subhas Open University, DD-26, Salt Lake, Sector - I, 
Kolkata - 700064, West Bengal, India; E-mail: aghosh06@gmail.com,  
anirbanghosh@wbnsou.ac.in 
#K.G and J.C both contributed equally as first author.  

encompasing 36.6% of meningioma and 24.7% glioma 
as of January 2018 according to American Brain 
Tumour Association. Ependymoma on the other hand 
represents 5% of all glioma among which spinal 
myxopapillary ependymoma of WHO grade I 
represents 90% of all spinal tumours [4-7].  

One of the major problems in medical cancer 
research, particularly in this region, is the lack of 
specific information or proper data repertoire mostly 
due to lesser accessibility of cancer samples for 
biomedical analysis and thereafter proper data mining 
and preserving as reference data sets at tissue protein 
level expression. But for early diagnosis and prognostic 
measures important feature extraction and validation of 
such features as distinctive markers of a specific type 
of tumours is a very important step, which can only be 
accomplished by the selection of relevant feature sets 
and a properly trained classifier working on those 
feature sets to identify the given tumour classes.  

Presently, the use of machine learning in the field of 
biomedical research have reached an extraordinary 
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level and spreads in multiple dimensions. This helps in 
interpretation of large and complex data sets derived 
from genomic, proteomic, metabolomic and 
microbiome analysis and also become a handful tool 
for systems biology approach [8,9]. Here, learning of a 
machine through the machine learning technique 
means the training of the system for tumor 
classification using appropriate features from tumour 
samples of known tumour classes. In the proposed 
technique six important biological features from real 
samples of three different low-grade brain tumours, 
named intracranial diffuse astrocytoma of WHO grade 
II (eventually considered to be low grade astrocytic 
tumour as grade I astrocytoma is seemingly rare and 
literally asymptomatic), intradural fibrous meningioma 
and extradural spinal myxopapillary ependymoma 
belonging to WHO grade I, were particularly selected to 
basically encircle the fundamental proliferation-
invasion-inflammation triangle of cancer [1, 2] are used 
as the candidate features.  

Thus, in this case the tumour data samples may be 
viewed as the data points in a six dimensional feature 
space which are required to be separated to fall into 
the specific class of the tumours by placing hyper-
planes and parameterized by weight vectors. The 
support vector machine (SVM) can accomplish this 
task [10] by maximizing the predictive accuracy, using 
the statistical learning theory [11]. The leave one out 
(LOO) cross validation process has been applied to 
judge the training and test case accuracy, under the 
constraint of limited number of data samples. As it is 
difficult to visualize and realize a space more than 3 
dimensions, the auto encoder (AE) has been used to 
reduce multidimensional space to 2 dimensions without 
any loss of information, related to classification [12]. 

2. MATERIALS AND METHODS 

The process of biochemical analysis was carried out 
on post-operative human CNS tumour samples 
obtained from Department of Neurosurgery, Bangur 
Institute of Neurosciences (BIN), Institute of Post 
Graduate Medical Education and Research 
(IPGME&R), India, with the approval taken from the 
ethical committee. For statistical analysis MATLAB 
2018a was used. 

2.1. Biological Analysis  

2.1.1. Histopathological Grading 

Brain tumour tissue samples from patients were 
readily processed with alcoholic dehydration, paraffin 

embedding, microtome sectioning and standard 
eosine-hematoxylin staining, observing and 
documenting under microscope as described in Ghosh 
et al., 2016 for histopathological gradation and 
identification of the tumour samples.  

2.1.2. Immunohistochemical Analysis for Immune-
Cells and Proliferating Cells 

For the specific silver-gold (SG) staining brain 
tumour tissue samples were stained in ammoniacal 
Silver Carbonate solution and stained subsequently in 
Gold Chloride solutions followed by fixation in sodium 
thiosulphate, observed and recorded under microscope 
as detailed in literature [13, 14]. After primary 
preparation, tissue slides were incubated overnight with 
primary non-conjugated Ki67 antibody (Santacruz, 
USA) to detect proliferating cell nucleus. Then treated 
with HRP-conjugated secondary antibody (Santacruz, 
USA) and DAB (SRL, India) in buffered H2O2 with 0.5% 
cupric sulfate solution in dark, followed by counter-
staining with hematoxylin, air dried and observed. 
Photographs were analysed with software (NIS 
Element-BR, Nikon, Japan) to record the presence of 
electron dense macrophage/microglia in samples as 
number of SG stained cells per ~50,000µm2 area per 
samples. Similarly, Ki67 index which reflects 
proportional presence of Ki67 positive nucleus (i.e., 
number of Ki67 positive cells/Ki67 negative cells) in 
each sample field of the brain tumour samples were 
calculated and tabulated for further analysis.  

2.1.3. Immunoflurescence Analysis of Immune-Cell 
Infiltration 

Tissue samples preserved in paraformaldehyde and 
tissue slides were prepared, heat fixed and stained with 
specific monoclonal antibodies for staining with specific 
receptors of our targets on specific cell types or for 
intracellular proteins. Primary conjugated CD11b-FITC 
antibody (BioLegend, USA) was used for brain 
monocyte/macrophage cells, primary non-conjugated 
Iba1 mAb with PE-conjugate (Abcam, USA) was used 
as brain macrophage/microglia marker. 
Immunofluorescence staining of the tissues with 
CD11b and Iba1 markers were observed, 
photographed and analysed with Nikon TS100-F 
Eclipse Microscope with Epi-fluorescence attachment 
using Epi-FL filter Block B-2A for Alexa Fluor® 
488/FITC and Epi-FL filter Block G-2A for PE/TRITC 
(Nikon Corp., Japan). Photographs were captured with 
CCD camera, processed, analysed and documented 
with Software as mentioned in earlier section. 
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2.1.4. Flowcytometric Analysis of Cell Cycle from 
Parafinized Tissue Blocks 

To analyse the cell cycle phase distribution which is 
an important parameter to identify proliferating status of 
tumour samples the tissues were prepared from 
paraffinized tissue blocks after treating with xylene, 
centrifugation and passing through graded alcohol and 
PBS [15]. Incubation in citrate buffer and digestion in 
trypsin-EDTA solution (Sigma Aldrich, USA) with PBS 
wash and passage through 70 um mesh followed by 
RNase treatment and Propidium Iodide (PI) incubation 
stained nuclear DNA. These PI stained cells were 
taken for reading the fluorescence in BD Accuri C5 (BD 
Biosciences, USA) and analysed for DNA content at 
different stages of cell cycle and proliferative cell 
population were measured as found in S & G2M 
phases.  

2.1.5. Flowcytometric Analysis of Invasive Factor 

Fresh brain tumour samples were collected, 
prepared and plated for culture with 1.5x106 cells/ml in 
10% FBS-1X DMEM with antibiotic-antimycotic solution 
in 37ºC-5% CO2 humidified incubator (New Burnswick, 
Eppendorf, UK). Cultured cells were taken and treated 
with permeabilization blocking buffer and after washing 
incubated with monoclonal antibody for MMP2 (Novus 
Biologicals, USA) with PE-conjugated secondary 
antibody (Abcam, USA) for detecting total MMP2 
protein expression. The expression was analysed from 
fluorescence reading taken in BD-FACS Verse 
flowcytometer (BD Biosciences, USA), analysed by 
FACS Verse Suit 1.0 (BD Biosciences, USA) with 
graphical representation and quantification of median 
fluorescence. 

2.2. Mathematical Analysis  

2.2.1. Classification of Glioma Samples by Multi 
Class Support Vector Machines (Multi-Class SVM) 

SVM utilizes supervised learning technique to learn 
a separating hyper-plane from the training data 
samples with high confidence, which is represented by 
the weight vector [16]. As confidence becomes high, 
placement of support vectors i.e., the closest training 
data points of either class from the separating hyper-
plane are placed optimally, making the performance of 
the classifier better. Multi class SVM extends this 
concept for the multi-class classification.  

Multi class SVM classifier attempts to minimize the 
following loss function [17], 
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Where, Xi  denotes ith  element of input feature vector 
of j th  training sample X j ! "(1#p) suffering from Glioma 
class t . There are N such training 
samples.W ! "(N#p) is the weight matrix, !  is a scalar 
multiplier and !  is another scalar value indicating the 
confidence of classification. f (.)  denotes a nonlinear 
function, mapping (WT .X j ) to a manageable range. 
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pre specified confidence value, which assures even 
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are known as the regularization and data loss terms 
respectively. To understand the performance of the 
system for test data LOO cross validation technique is 
applied in which out of N numbers of training data 
(N !1)  are used for training and remaining one is used 
for testing purpose in a single epoch. The process is 
repeated for N  times to ensure that all the data in the 
training data set has been tested blindly for once. 
Finally the average error is calculated to understand 
the performance of the system [18].  

2.2.2. Reduction of Feature Space by Auto Encoder 
(AE) 

The basic structure of an AE is like a funnel, having 
an intermediate hidden layer. From input to the hidden 
layer, having reduced number of nodes, works as 
encoder i.e., reduces the feature space, followed by 
increasing number of nodes, working as the decoder. 
In this work the encoder part of the AE is used to 
reduce the dimension of the feature space [19,20] 
without any loss of information regarding classification. 
The objective of AE is to manipulate the features in the 
hidden layer in such a way so that X !

!
X  , such that, 

X = [X j ]! "(N#p) , where  X,
!
X are the input at the 

encoder and output from the decoder of AE. Now 
corresponding to X j , q  dimensional feature vector is 
extracted from the hidden layer as,  

Y j = !(E1.X
j + b1 ),"j           (2) 

where, Y j ! "(1#q) is the compressed form of X j  ,such 
that, q < p and E1  is the weight vector of unit 
connection between input layer and hidden layer of AE, 
b1 is the bias term associated to the hidden layer and 
!(.) is the nonlinear activation function of the AE. 

The hyper-parameters of AE (E1,b1 )are updated to 
minimize the following objective function: 
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J(E1,b1 ) =min [ X̂ j ! X j ]2
"j
#          (3) 

Where, X̂ j is the decoder output of AE 
corresponding to input X j . 

3. RESULTS 

In this present study on the chosen lower grades of 
brain tumours each parameters of the post-operative 
samples have been measured with their qualitative 
features and represented as absolute quantification 
values for the chosen biological parameters depicting 
the inflammatory-proliferative-invasive feature triangle.  

3.1. Histopathological Types and Grading 

The glioma types and grades were identified by 
histopathological analysis of samples in eosine-

hematoxylin staining where four (4) samples 
identified with typical ‘whorling’ in meningioma, three 
(3) of the samples showed lobulated island with 
hyalinised fibrovascular core sometimes having 
perivascular pseudorosettes identifying as 
ependymoma and other three (3) samples showed 
higher number of glial cells having distinct fibrillary 
network indicating diffused fibrillary astrocytoma of 
lower grades. 

3.2. Inflammatory Status 

Inflammatory status of the glioma tissues with 
immune cell infestation and subsequent damage had 
been observed in three ways specially emphasising on 
the presence of brain macrophages and microglia in 
the neoplastic tissue. The silver-gold staining for brain 
macrophages and microglia were counted and 

 
Figure 1: Representative microphotographs of biological attributes used for the machine learning applications. Identifiers of the 
panels are mentioned through the axis and quantification of such parameters are presented in Table 1.  
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compared among samples in equal areas tissues 
(Figure 1). Similarly the fluorescence intensity for 
CD11b expression for brain macrophages and Iba1 
expression intensity for microglia in same areas of the 
samples quantified using NIS-BR software (Nikon 
Corp., Japan) and represented in Figure 1 and Table 1. 
Though a generalized weightage of presence of 
macrophages is found in meningioma, the value ranges 
for three methods in tumour tissue varies widely 
between individual samples, groups and methods with 
significant overlaps as tabulated.  

3.3. Proliferative Status 

To estimate the proliferation status of the samples, 
% of proliferating cells were measured by Propidium 
Iodide (PI) staining followed by flowcytometric analysis 
by measuring the DNA content in S and G2M phase of 
cell cycle and quantified data for each samples were 
tabulated in Table 1. The PI data of % cell proliferation 
shows prominently three ranges of data distribution 
with minimal overlaps between tumour types. More 
specifically, the Ki67 positive cells were calculated as 
the indicator of proliferation and each tissue sample 
was indexed indicating the Ki67 positive and negative 
cell ratio (Figure 1) which showed similar distinctive 
ranges as of the previous parameter but with a 
continuity of data points among these three types. The 
results were given in Table 1. 

3.4. Invasive Status 

The invasive property of each type and stage of 
glioma was measured with the extracellular matrix 
(ECM) degrading gelatinase enzyme MMP2 
expression. The mean fluorescence intensity of 

fluorescenated antibody against MMP2 protein 
expression for each samples were documented in 
flowcytometry and tabulated for quantification (Table 1) 
which shows mild overlap but wide distribution range of 
values. 

3.5. Graphical Representation of the Features 

The mentioned six parameters for all brain tumour 
samples are plotted individually, which has been shown 
in Figure 2. From the above plots it is clear that none of 
the feature can determine the stage of the Glioma 
individually, as many of the samples are having the 
overlapped values of parameters, though Ki67 data 
showing better separation than other parameters.  

3.6. Classification by Support Vector Machine 
Classifier 

Thus, to alleviate the problem of these overlapping 
values the multi class SVM is used. As the number of 
samples available was small, for the training and 
validation of the classifier LOO cross validation method 
was applied considering each of the samples as the 
test sample in some run out of its 10 runs. The 
performance of the proposed method is based on the 
following matrices. 

True Positive (TP) = no. of samples of a given Glioma class correctly detected
total number of samples in that given Glioma class

 

           (4a) 

False Positive (FP) = no. of samples of a given Glioma class detected as another class
total number of samples in that given Glioma class

 

           (4b) 

Positive Predictivity (PP) = TP
(TP + FP)

!100%      (4c)

Table 1: Tabulated Values of Estimated Parameters for each Glioma Samples 

Histopathological Types 
of Glioma 

Samples A: S-G 
stained 

cells  

B: CD11b 
Intensity 

C: Iba1 
Intensity 

D: Ki67 
Index 

E: % Proliferating 
Cells 

F: MMP2 
MFI 

Values 

S1 39 20.6 13.9 1.5 11.8 295 

S2 63 31.8 20.9 1.2 16.7 350 

S3 72 25.1 22.8 1.2 10.2 198 

Meningioma  

S4 58 29.4 18.2 1.3 12.7 253 

S1 20 9.4 11.8 0.5 10.7 1358 

S2 32 15.4 10.6 0.4 6.1 1290 

Ependymoma 

S3 42 5.1 8.5 0.4 8.2 1443 

S1 21 7.6 13.2 1.6 18.3 337 

S2 18 5.6 22.8 2.1 24.1 546 

Astrocytoma 

S3 16 6.7 18.1 2.0 21.3 289 
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Figure 2: A - F: Plot of each estimated parameter using support vector machine (SVM) classifier mentioned in the figure for all 
Brain Tumour samples. Green and Red bars represent mean and median values respectively. Plots are showing overlapping of 
features for the brain tumour types. In the plots, 1st, 2nd and 3rd columns represent Astrocytoma, Ependymoma and Meningioma 
respectively.  
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Table 2: Test Results of Classification of Samples using Positive Predictivity (PP) Test in Support Vector Machine 
(SVM) 

Types of Brain Tumour No. of samples TP FP PP 

Astrocytoma 3 3 0 100% 

Ependymoma 3 3 0 100% 

Maningioma 4 4 0 100% 

 
The test results have been shown in Table 2.  

3.7. Auto Encoder (AE) for 2D Reduced Feature 
Space 

Using AE the 6 dimensional feature space is 
reduced to 2 dimensional feature space without any 
loss of information regarding classification. This is 
shown in Figure 3. It is found that in the reduced 
dimensional feature/ latent space the nonlinearly 
separable problem has been converted to the linearly 
separable one. For AE there are 6 input nodes 
corresponding to 6 physically obtained features from 
each sample and the hidden layer consists of 2 nodes 
only which corresponds to the dimension of feature 
space. 

 
Figure 3: Plot of Glioma samples in the 2 dimensional 
reduced feature space using deep auto encoder (DAE). Blue 
dots represent the position of meningioma samples in that 2D 
featured space, where Red dots for Ependymoma and Green 
dots for Astrocytoma sample positions. Meningioma features 
being widely dispersed and Astrocytoma most clustered, 
however, none of the types of brain tumour features show 
overlap in contrast to SVM classification.  

4. DISCUSSION 

In the present study, depending on the 
histopathological classifications of the samples we 
measured the values of the mentioned six biological 

features of each glioma samples. The parameters 
chosen falls under three important axis of tumour 
hallmarks [1], namely, proliferation – invasion – 
inflammation. While Ki67 indexing and cell cycle 
analysis with propidium iodide (PI) indicated the 
proliferation status [15], MMP2 expression was meant 
for invasiveness owing to its direct connection with 
immune cell infestation in the glioma tissue [21, 22]. At 
the same time, the inflammatory hint about the samples 
were obtained from the presence of 
macrophage/microglia designated with silver-gold 
staining, CD11b+ and Iba1+ cell presence as quantified 
by number or by fluorescence intensity of 
fluorescinated antibody [23,24]. In Figure 1, the 
immunohistochemical and immunofluorescent 
microphotographs of biological features of three 
selected low-grade tumour types are presented. 
Overall, these limited but key biological attributes of our 
limited sample size were evaluated through a machine 
learning process to test whether these samples can 
effectively be classified into separate tumour types 
depending on these hallmark features rather than 
based on merely histopathological structures found in 
tissue samples. If biological attributes can classify the 
sample types, it can be possible to identify probes to 
detect such features without depending upon the 
tissues of patients.  

In India, some epidemiological studies indicated 
about the occurrence of glioma in the subcontinent 
including our local population. Overall, reporting found 
that over half of the brain tumour types are of glial 
origin, over 10-20% are meningioma and about 5% are 
ependymoma [25, 26]. But the problem is to detect 
brain tumour in early stages with their specific grades. 
So far, the actual diagnosis and grading depends on 
the histological studies after ablation of glioma mass, 
i.e, from post-operative tissue slides, which has no 
predictive diagnostic value. With practical experiences 
in hospital patients it is generally found that radiological 
predictive diagnosis success is low and sometime 
misleading. Complete and proper detection of Glioma 
type and grade is a challenge without histopathological 
slide preparation. We have tried to shift our diagnostic 
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features to some key biological attributes related with 
neoplastic growth. Though the features are still 
dependent on ablated tissue, but such attempt showed 
possibilities to shift diagnostic measures on other 
biological features working in conjunction with machine 
learning applications, found capable to distinctly 
classify such brain tumour types. Not only that, we 
used very restricted sample size beyond the normal 
statistical acceptance level considering practical 
constrain of sample availability in some particular time 
and place with various obligations. Overcoming such 
constrains in sample size, the process fully satisfied the 
classification criteria and showed clustering of multi-
parametric data.  

We primarily targeted low grade brain tumour types, 
as classifying and diagnosing tumours in lower grades 
are most challenging and effective from the perspective 
of prognostic measures. The multi class SVM were 
used to derive the results from the biological data sets. 
Studies show that none of the features individually fulfil 
the purpose and apparently produced varied data 
range with wide graphical representations (Table 1 and 
Figure 2). As it is difficult to visualize and realize a 
space more than 3 dimensions, the AE has been used 
to reduce multidimensional space to 2 dimensions 
without any loss of information [19]. In the latent space, 
provided by the hidden layers of AE the nonlinearly 
separable problem has become a linearly separable 
one. Since data were collected from only real brain 
tumour samples, it was impossible to measure the six 
given parameters for the healthy samples and thus, 
False Negative (FN), defined as percentage of healthy 
samples detected as any of the brain tumour classes 
and True Negative (TN), defined as percentage of 
healthy samples detected as healthy; could not be 
measured in this study. Thus it is also not possible to 
measure the sensitivity defined as the ratio of TP to 
(TP + FN). To compensate, the leave one out (LOO) 
cross validation method has been applied which 
complement the sensitivity of the results in classifying 
the samples depending on the given biological 
features.  

5. CONCLUSION 

Present study showed that development of an 
efficient classifier for a type of cancer is possible by 
using some hallmark attributes of cancer rather than 
histopathological analysis. More precisely, ambiguities 
in pathological analysis for different post-operative or 
aspirated tumour samples which apparently possess 
overlapping ranges can be eliminated and these can be 

classified by combination of some other observed 
biological features using machine learning systems. In 
other words, clustering of combined characters from a 
sample giving rise to apparent overlaps of 
histopathological attributes inseparable by instinctive 
human cognitive capacity, can be removed and the 
inner distinctiveness is possible using the above 
mentioned machine learning applications by extracting 
the deeply encoded similarity patterns between sample 
groups. This gives rise to the opportunity to think about 
more accurate and unambiguous identification and 
their use for classifying not only brain tumours but also 
other tumours. This may probe to a newer diagnostic 
approach using machine interface in patho-clinical 
applications. 
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